Determination of Anisotropic Optical Constants and Surface Coverage of Molecular Films Using Polarized Visible ATR Spectroscopy. Application to Adsorbed Cytochrome c Films
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This article describes a method to determine the anisotropic optical constants and surface coverage of molecular films using polarized attenuated total reflectance (ATR) absorbance measurements. We have extended the transfer-matrix formalism to describe birefringent and dichroic films in ATR geometries and have combined it with an iterative numerical procedure to determine the anisotropic values of both the real (n) and imaginary (k) parts of the complex refractive index of the film under investigation. Anisotropic values of the imaginary part of the refractive index (k) allow for the determination of the surface coverage and one order parameter of the film. To illustrate this approach, we have used cytochrome c (cyt c) protein films adsorbed to glass and indium tin oxide (ITO) surfaces. Experimental results show that cyt c films on these surfaces, which were formed under identical conditions, have significant differences in their surface coverages (11.2 ± 0.4 pmol/cm² on glass and 21.7 ± 0.9 pmol/cm² on ITO); however, their order parameters (cosθ) are similar (0.30 ± 0.02 on glass and 0.36 ± 0.04 on ITO).

1. Introduction

Attenuated total reflectance (ATR) spectroscopy is a useful technique for studies of adsorbed molecular films because of its enhanced sensitivity relative to direct transmission measurements. In addition, the probing electric field is spatially confined near the surface, which imparts a high selectivity for sampling surface events with negligible interference from bulk dissolved components. The use of a polarized light beam in ATR absorbance measurements allows for the determination of the transition dipole strength along each lab coordinate axis and absorbance measurements allows for the determination of the surface events with negligible interference from bulk dissolved near the surface, which imparts a high selectivity for sampling
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Most transfer-matrix calculations of the electric field in ATR configurations have ignored the extinction coefficient (imaginary part of the complex refractive index) of the absorbing layer by implicitly assuming its value to be zero. A few works4,5 have included the extinction coefficient in the matrix calculation, although these only considered the simplest case of an isotropic extinction coefficient.

Polarized ATR is routinely employed for studies of dichroic layers, which mathematically should be represented by an anisotropic extinction coefficient that allows for a different value along each Cartesian direction. An anisotropic extinction coefficient can affect the values one calculates for the electric field, which will ultimately affect the molecular anisotropy one determines for the dichroic layer. In addition to this limitation, transfer-matrix calculations presented in the literature for ATR applications4,5 have focused mainly on the determination of the Cartesian components of the electric field, which are essentially used as auxiliary variables for subsequent calculations of either (a) the polarized absorbance using anisotropic optical constants determined (or known) by other means or (b) the anisotropic optical constants from polarized ATR data. In configurations where the thickness of the absorbing layer cannot be neglected, the electric field is no longer constant across this layer, and an average needs to be evaluated to obtain accurate absorbance results, which makes the overall calculation cumbersome as already pointed out by Axelsen.5 An approach that overcomes these difficulties was provided by Buffeteau et al.6 who reported a transfer-matrix formalism and numerical procedure in which the anisotropic optical constants are calculated directly without explicit determination of the electric fields (although they are rigorously considered in the calculations). However, due to their choice of spectroscopic techniques (normal incidence transmission and reflection—absorption infrared spectroscopy (RAIRS)), the anisotropic optical constants are decoupled in each measurement: normal incidence transmittance only involves an electric field component either along x or y, and RAIRS only involves
the z-component; therefore the conventional transfer-matrix formalism developed for isotropic media is sufficient to describe their experiments. In an ATR experiment, because the TM polarization contains electric field components in both the x and z directions, the optical constants in both directions are simultaneously present in the experimental results, and the isotropic transfer-matrix expressions cannot be applied.

Following the seminal work of Berreman and Yeh, Parikh and Allara and Yamamoto and Ilishita have outlined a general transfer-matrix formalism to describe the interaction of polarized light with a stratified multilayer stack composed of anisotropic layers. In this work, we apply this formalism to specifically describe polarized ATR experiments involving an anisotropic molecular layer, and show a procedure to recover the anisotropic optical constants, the molecular surface coverage, and one order parameter from the ATR data. First, we use the transfer-matrix formalism to calculate polarized reflectance (R) values, instead of the conventional approach of determining electric field values. Once reflectance is known, polarized ATR absorbance (A) values are determined through the following expression: 

\[ A = -\log_{10}(R^r) \]

where \( r \) is the number of reflections at the interface between the molecular layer and the ATR guiding element. This approach circumvents an explicit determination of the electric field, which is implicitly and rigorously included in the transfer-matrix analysis. Variations in the electric field within an absorbing layer are automatically considered when calculating reflectance (and consequently also absorbance), and the approach avoids the need to calculate electric field intensities at every point across an absorbing film for an accurate absorbance determination. Next, we extend the expressions of the transfer-matrix approach to allow the molecular layers to have both a dichroic extinction coefficient (imaginary part of the complex refractive index) and a birefringent refractive index (real part of the complex refractive index). Last, a numerical procedure is established to determine the anisotropic optical constants, which then allow calculation of the molecular surface coverage and one order parameter.

To demonstrate this method, we have applied it to adsorbed films of cytochrome c (cyt c) on glass and indium tin oxide (ITO) surfaces. For biosensors based on the activity of surface immobilized proteins, a major question is how to control the structure and orientation of these proteins, which presumably affect sensor performance. Cyt c is often used as a model protein to address these questions and immobilized cyt c films have been studied using a variety of surface spectroscopic techniques. Glass and ITO are both negatively charged surfaces with heterogeneous surface chemistries. ITO is a semiconductor which can directly oxidize and reduce charged surfaces with heterogeneous surface chemistries. ITO and Allara and Yamamoto and Ishida have outlined a general formalism developed for isotropic media is sufficient to describe their experiments. In an ATR experiment, because the TM polarization contains electric field components in both the x and z directions, the optical constants in both directions are simultaneously present in the experimental results, and the isotropic transfer-matrix expressions cannot be applied. (A) Expanded view of the multilayer structure showing our coordinate system where the x–y plane is the sample plane and light is propagating in the x–z plane.

| Figure 1. | ATR configuration showing the path of the light beam as it is incoupled, reflected down the ATR substrate, and outcoupled. | b) Expanded view of the multilayer structure showing our coordinate system where the x–y plane is the sample plane and light is propagating in the x–z plane. |

2. Theory

In the ATR configuration shown in Figure 1 with our choice of coordinate system, a light beam propagates in the x–z plane through a transparent guiding medium (here called medium 0) and impinges on a stratified assembly composed of m arbitrary layers \((m > 1)\) and a semi-infinite superstrate \((m + 1)\). The superstrate must have a refractive index \(n_{m+1}\) lower than that of the guiding medium \(n_0\) and the angle, \(\theta_0\), in medium 0 must be greater than the critical angle, \(\theta_{ci} = \sin^{-1}(n_{m+1}/n_0)\), to prevent power from flowing into the superstrate medium, although an exponentially decaying, evanescent field is still present in this medium. The analytical ATR signal is measured after the beam has been reflected several times along the length of the guiding element. The absorbance signal, A, can be calculated by the following expression:

\[ A = -\log_{10}\left(\frac{I}{I_{inc}}\right) = -\log_{10}\left(\frac{I_{inc/R}}{I_{inc}}\right) = -r \log_{10}(R) \tag{1} \]

if the reflectance, \( R \), for a single reflection and the number of reflections, \( r \), are determined. The number of reflections can be easily determined from geometrical considerations and is given by:

\[ r = \frac{L}{h^2} \tag{2} \]

where \( h \) is the thickness of the guiding element, \( L \) is the distance between the in- and out-coupling prisms, \( n_0 \) is defined above, and \( N \) is the effective refractive index (also called Snell’s invariant, \( N = n_0 \sin \theta_0 \)). \( N \) is experimentally determined by the incoupling conditions of the propagating beam into the guiding element:

\[ N = n_0 \sin \theta_0 + n_{inc} \sin \theta_{inc} \cos \varphi + \frac{n_{pr}^2 - n_{inc}^2 \sin^2 \theta_{inc}}{2N} \sin \varphi \tag{3} \]

as shown in Figure 1, where \( \theta_{inc} \) is the angle between the prism
normal and the incident beam, \( q \) and \( n_{q} \) are the prism base angle and refractive index, respectively, and \( n_{vac} \) is the refractive index of the medium (usually air) outside the prism.

Focusing on ATR applications involving anisotropic layers, we allow for the refractive index of any layer to have different values along each Cartesian direction. The real part of the refractive index is then described in general by three numbers \( n_{x}, n_{y}, n_{z} \); similarly, the imaginary part of the refractive index is described by \( k_{x}, k_{y}, k_{z} \). The complex anisotropic refractive index of any layer is written as

\[
\tilde{n}_{\alpha,\gamma} = n_{\alpha,\gamma} - i k_{\alpha,\gamma}
\]  
(4)

where \( \alpha = 0, 1, 2, ..., m - 1, m, m + 1 \) specifies a particular medium and \( \gamma = x, y, z \) defines a particular Cartesian axis.

To extend the isotropic transfer-matrix approach to include optically anisotropic films as described by eq 4, Horowitz and Mendes,24 following Berreman’s formalism,7 have shown that it is sufficient to generalize the expressions for the phase, \( \beta \), and admittance, \( \eta \), used in the transfer-matrix (defined below). For the transverse electric (TE) polarization, these terms are given by

\[
\beta_{\alpha} = \frac{2 \pi}{\lambda} t_{\alpha} \sqrt{\tilde{n}_{\alpha,\gamma}^{2} - N^{2}}, \quad \alpha = 1, ..., m
\]  
(5)

\[
\eta_{\alpha} = \sqrt{\tilde{n}_{\alpha,\gamma}^{2} - N^{2}}, \quad \alpha = 0, 1, ..., m, m+1
\]  
(6)

and for the transverse magnetic (TM) polarization, they are written as

\[
\beta_{\alpha} = \frac{2 \pi}{\lambda} t_{\alpha} \sqrt{\tilde{n}_{\alpha,\gamma}^{2} (\tilde{n}_{\alpha,\gamma}^{2} - N^{2})}, \quad \alpha = 1, ..., m
\]  
(7)

\[
\eta_{\alpha} = \frac{\tilde{n}_{\alpha,\gamma}}{\sqrt{\tilde{n}_{\alpha,\gamma}^{2} - N^{2}}}, \quad \alpha = 0, 1, ..., m, m+1
\]  
(8)

where \( \lambda \) is the light beam wavelength measured in a vacuum and \( t_{\alpha} \) is the thickness of layer \( \alpha \). With these expressions, the reflectance, \( R \), of a light beam incident from a transparent medium (\( k_{0,\gamma} = 0 \)) and impinging onto a stratified stack (which can include anisotropic and absorbing media) can be expressed for both polarizations in the useful form:25

\[
R = \left| \frac{\eta_{0}B - C^{2}}{\eta_{0}B + C} \right|^{2}
\]  
(9)

where \( B \) and \( C \) are calculated using the matrix relation

\[
\begin{pmatrix} B \\ C \end{pmatrix} = \begin{pmatrix} U \\ V \end{pmatrix}_{(0,1)} = M_{1} \times M_{2} \times \ldots \times M_{m} \begin{pmatrix} U \\ V \end{pmatrix}_{(m,m+1)}
\]  
(10)

and the transfer-matrix \( M_{\alpha} \) is defined by

\[
M_{\alpha} = \begin{pmatrix} \cos \beta_{\alpha} & i \eta_{\alpha} \sin \beta_{\alpha} \\ i \eta_{\alpha} \sin \beta_{\alpha} & \cos \beta_{\alpha} \end{pmatrix}
\]  
(11)

The transfer-matrix \( M \) relates the values of the tangential components of the electric (\( U \)) and magnetic (\( V \)) fields at the two interfaces that bound a particular layer. In our notation, the subscript \( (0,1) \) represents the boundary between the guiding medium (0) and the first layer (1), and the subscript \( (m, m + 1) \) represents the boundary between the last layer (\( m \)) and the superstrate (\( m + 1 \)). The transfer-matrix \( M_{\alpha} \) uses the optical constants of layer \( \alpha (n_{\alpha,\gamma}, k_{\alpha,\gamma}), \) and \( t_{\alpha}, \) with \( \gamma = x, y, z \) to relate the tangential electromagnetic fields at the interfaces (\( \alpha - 1, \alpha \)) and \( (\alpha, \alpha + 1) \).

For the TE polarization, the tangential components of the electromagnetic field, \( U \) and \( V \), are given by

\[
\begin{pmatrix} U \\ V \end{pmatrix} = \begin{pmatrix} E_{y} \\ -H_{x} \sqrt{\mu_{vac}/\epsilon_{vac}} \end{pmatrix}
\]  
(12)

and for the TM case are described by

\[
\begin{pmatrix} U \\ V \end{pmatrix}_{(m,m+1)} = \begin{pmatrix} 1 \\ \eta_{m+1} \end{pmatrix}
\]  
(13)

since only a forward propagating wave is present in the superstrate.

Once the Snell’s invariant \( N \), optical constants \( (n_{\alpha,\gamma}, k_{\alpha,\gamma}), \) and thicknesses \( t_{\alpha} \) of the stratified stack are known, eqs 5–14 provide a straightforward approach for the calculation of polarized reflectance results. It is important to note that the definition of the complex refractive index with a minus sign in eq 4 for the imaginary part was dictated by a particular choice of the time-harmonic description of the electromagnetic wave, \( e^{i(\omega t - \beta r)} \), as already discussed by others.3,25 Consistency with this choice also requires that, among the possible mathematical solutions for eqs 5 and 7 involving the square root of complex numbers, the physically acceptable solution will satisfy the condition \( \text{Im}(\beta) \leq 0 \) as the light beam power should exponentially decay, not grow, as it propagates in an absorbing medium.

To summarize to this point, we have outlined a method to calculate reflectance, \( R \), of a light beam probing a stratified stack of anisotropic layers, which are described by eq 4. For ATR experiments, the transfer-matrix formalism above combined with eqs 1 and 2 provides a direct path for calculating polarized absorbance values, \( A_{TE} \) and \( A_{TM} \). This method avoids an explicit calculation of auxiliary variables such as the Cartesian components of the electric field across an absorbing layer, although these fields are rigorously considered in the entire calculation and variations of the electric field strength across any absorbing layer are automatically considered. In addition, the transfer-matrix formalism includes the anisotropic optical constants of any layer in the stratified stack; therefore, the effects of birefringent and dichroic layers on the electromagnetic fields, and ultimately on the absorbance results, are fully and rigorously accounted for in this analysis.

The transfer-matrix formalism above shows that once the optical constants of a stratified stack are known, absorbance calculations are straightforward. However, we typically face the inverse problem, where absorbance data are collected and determination of the anisotropic optical constants of a particular layer is desired. Although an explicit solution relating the optical constants of the layer to the polarized ATR data is not possible (or would be extremely cumbersome), a simple numerical procedure can solve the inverse problem. In this procedure, the
value for the complex refractive index of the absorbing layer (an adsorbed cyt c film in the present work, here called layer $q$) is varied in an iterative manner to match the calculated and experimental absorbance values. If the stratified stack is composed of multiple layers, the optical constants and thickness of the other layers must be known (or determined by other techniques). The iteration process is summarized in a flowchart shown in Figure 2 (for simplicity, the subscript $q$ is dropped; all optical constants and surface coverages are for layer $q$).

(a) TE polarized absorbance data are considered first because they involve only the y-component of the refractive index given in eqs 5 and 6; the real part of the refractive index of the protein film along the y-axis ($n_y$) is initially estimated, and then the value for $k_y$ is iteratively varied to make the difference between calculated and experimental absorbances, $\Delta_{TE} = |A_{TE,calc} - A_{TE,exp}|$, less than (typically 10 times smaller) the precision in the experimental measurement ($\delta_{TE}$).

(b) Second, we consider the TM absorbance data for which the calculations involve both $x$ and $z$ components of the refractive index, as described in eqs 7 and 8. However, for many types of molecular films (including the adsorbed cyt c films examined here), we can assume in-plane symmetry for the optical constants (the molecules are randomly oriented in the sample plane), which allow us to write $n_x = n_y$ and $k_z = k_y$. Next, a value for the real portion of the refractive index along the x-axis ($n_x$) is estimated and a value for $k_x$ that minimizes the difference in TM absorbance, $\Delta_{TM} = |A_{TM,calc} - A_{TM,exp}|$, is iteratively determined.

(c) Once the imaginary parts of the refractive index along each Cartesian axis are determined, then the surface coverage ($\Gamma$) can be calculated through the following relation:  

$$\Gamma = \frac{4\pi(k_x + k_y + k_z)n_y}{3\epsilon \ln(10)} \quad (15)$$

Here $\epsilon$ is the molar absorptivity of the dissolved molecule (i.e., measured in solution) and $t_q$ is the thickness of the layer. Layer $q$ is formed by solute molecules that may be dispersed in a solvent matrix (in this study, cyt c in an aqueous solution). The thickness of the layer is a function of the dimensions, conformation, and packing geometry of the solute molecule. The real portion of the refractive index of this layer depends on the solute and solvent concentration in the layer. For the adsorbed cyt c films examined here, we used the surface coverage obtained from eq 15, the molar absorptivity of cyt c measured over a broad spectral range, and Kramers–Kronig (KK) relations (discussed in the following section) to refine the initial estimate for the real part of the refractive index along each Cartesian axis, $n_x$.

Once refined $n_x$ values are determined, the previously described routine (steps a–c) is repeated to generate refined values of $k_y$ and $\Gamma$, which are used to further refine values of $n_y$. This loop is repeated until it reaches a numerical precision that is better than the experimental precision determined by the uncertainties in the absorbance measurements. Typically this process converged in just a few loops (3–5), even when we intentionally provided initial estimates of $n_y$ that were significantly different from the expected final result.

According to KK relations, 26 if the imaginary part of the refractive index (extinction coefficient) is known over the entire frequency range, the real part of the refractive index can be calculated. These quantities are related through the complex optical susceptibility. For a film with an extinction coefficient of $k_q$ and formed by molecules with a susceptibility $\chi' + i\chi''$ dispersed in a transparent solvent of refractive index $n_{m+1}$, we can write

$$-\chi'(v) = 2n_{m+1} k_q (v) = 2n_{m+1} \frac{\lambda}{4\pi t_q} \ln(10) \epsilon(v) \Gamma \quad (16)$$

for any frequency, $v$. Then the real part of the susceptibility, $\chi'$, can be calculated using a KK relation 26

$$\chi'(v_0) = \frac{2}{\pi} \int_0^{v_0} \frac{\chi''(v) v}{v^2 - v_0^2} \, dv \quad (17)$$

which allows the determination of the real part of the refractive index of the adsorbed cyt c film.
index (in the case of a weakly absorbing medium, $\chi'' \ll 1$):\textsuperscript{26}

$$n_q(v_0) = n_{m+1} + \frac{\chi'(v_0)}{2n_{m+1}}$$

(18)

Since the spectral information on the molar absorptivity $\epsilon(v)$, and therefore on $\chi'(v)$, is limited to a finite range (for instance, from $v_1$ to $v_2$), eq 17 is calculated by

$$\chi'(v_0) = \frac{2}{\pi} \int_{v_1}^{v_2} \frac{\xi_{12}^{\text{ex}}(v) v}{v^2 - v_0^2} dv + f \frac{\Gamma}{\tau}$$

(19)

where the second term is dependent on the concentration of the solute molecule in the layer of interest. This corrects for background absorption bands outside the integral that affect the real component of the optical susceptibility. The coefficient $f$ can be experimentally determined by measuring the dependence of the refractive index on the concentration of the solute molecule dissolved in the solvent matrix.

Finally we note that, since $k_2$ is in general anisotropic for an adsorbed molecular film, the molar absorptivity $\epsilon(v)$ in eq 16 is replaced by

$$\epsilon(v) = 3\epsilon(v) k_2(v_0) = \frac{k_2(v_0)}{k_1(v_0) + k_2(v_0) + k_3(v_0)}$$

(20)

and eqs 16, 19, and 18 are calculated for each Cartesian direction $\gamma$ to determine the anisotropic real part of the refractive index ($n_q$).

Once the anisotropic optical constants have been determined, an order parameter, $\langle \cos^2 \theta \rangle$, can be then calculated for the layer of interest using the dichroic values of the imaginary part of the complex refractive index: $k_x$, $k_y$, and $k_z$.\textsuperscript{22,27} In the case of a linear dipole it is given by

$$\langle \cos^2 \theta \rangle = \frac{k_z}{k_z + k_y + k_z}$$

(21)

where $\theta$ is the angle between the dipole and the $z$ axis, and in the case of a circular dipole it is given by

$$\langle \cos^2 \theta \rangle = 1 - \frac{2k_z}{k_x + k_y + k_z}$$

(22)

where $\theta$ is the angle between the normal to the dipole plane and the $z$ axis.

3. Experimental Section

Cytochrome c. Horse heart cytochrome c (Sigma) was purified on a cation exchange column as described in previous studies.\textsuperscript{1,28} Ten micromolar solutions of ferricytochrome c in 10 mM phosphate buffer (pH 7) were used to prepare all protein films. Deionized (DI) water (18 MΩ) was obtained from a Barnstead Nanopure apparatus and was used throughout.

Substrates. Glass microscope slides (Gold Seal Products \#3010) were cleaned in a Chromere (Manostat) bath at 60 °C for 1 h and rinsed thoroughly with DI water before use. Indium tin oxide (ITO) films on soda lime glass (Colorado Concept Coatings) with a sheet resistance of approximately 20 ohms-square, and a root-mean-square (rms) surface roughness of 1–2 nm (determined using atomic force microscopy on scan areas of 1 μm²) were used throughout. The ITO substrates were cleaned by scrubbing with a 2% Triton-X solution for 1 min, and then sonicating for 10 min each in 2% Triton-X, water, and ethanol,\textsuperscript{29} followed by low-temperature air plasma cleaning (Harrick model PDC-3XG) for 15 min at 30 W. Before use, ITO substrates were soaked for 12–48 h in 10 mM phosphate buffer, pH 7. Wet chemical etching of ITO was accomplished by soaking the ITO coated substrates in a 6 M HCl/0.2 M FeCl₃ solution for 5 min.\textsuperscript{30,31}

ATR Measurements. The attenuated total reflectance instrument has been described previously.\textsuperscript{32} Briefly, collimated light from a Xe lamp was coupled into the glass slide (or ITO-coated glass slide) with a fused silica prism. The collimated beam was about 1 mm in diameter. The beam was totally internally reflected down the length of the slide mounted in a liquid flow cell (about 10–12 reflections over $L = 50$ mm, $h = 1.0$ mm) before being outcoupled by another prism and detected with a photomultiplier through a 413 nm band-pass filter (15 mm fwhm; Edmund Optics R43-054). The outcoupled beam was chopped at 1700 Hz and lock-in amplification was used to increase the signal-to-noise ratio. The blank transmission was measured with 10 mM phosphate buffer in the flow cell. A cyt c solution was then injected into the flow cell and equilibrated with the surface for 15 min before flushing the cell with 10 mL of 10 mM buffer. After the bulk protein solution was removed, the transmission was measured. For this instrumental setup, the molar absorptivity ($\epsilon$) of cyt c was calculated to be 80388 M⁻¹ cm⁻¹ based on the published molar absorptivities of ferricyt c\textsuperscript{33} and the band-pass filter transmission profile.

Refractive Index of Dissolved Protein at Different Concentrations. For the implementation of KK relations, the dependence of the refractive index of dissolved cyt c on protein concentration was measured at one wavelength (633 nm). The measurement was performed using an interferometric technique\textsuperscript{34,35} with the optical setup shown in Figure 3. A He–Ne laser with an expanded beam was used as a coherent light source; reflection from the cuvette walls provided the two beams needed to generate the interference pattern (one beam probing the sample solution and the other was used as a reference). The beams were redirected with a beam splitter, spatially filtered by a 400-μm pinhole, monitored with a photodiode detector, and recorded with Labview software. Counting interference fringes as the protein concentration was varied allowed the refractive index dependence on the protein concentration to be determined.
Determination of Anisotropic Optical Constants

4. Results and Discussion

Optical Constants and Layer Thicknesses. For cyt c adsorbed on a glass slide, the stratified system (Figure 4a) is composed of glass (medium $n = 0$), the protein film ($n = 2$), and buffer solution ($n = 0$). For the ATR experiment with cyt c adsorbed on an ITO-coated glass slide (see Figure 4b), there are four media to consider: glass ($n = 0$), ITO ($n = 2$), the protein film ($n = 2$), and buffer solution ($n = 0$). In these configurations, the only anisotropic and absorbing medium is the cyt c film; the other media are assumed to be isotropic and transparent ($k = 0$). While ITO does absorb some visible light (e.g., $k \sim 0.01 - 0.02$ at 450 nm), this is taken into account by first measuring the blank transmission for the ITO slide before cyt c is adsorbed. As long as $k_{ITO}$ is much less than $n_{ITO}$, this absorbance will not significantly perturb the electromagnetic fields in this system. As described in the Theory section, to calculate $A_{TE}$ and $A_{TM}$ the following parameters must be known: $n_{glass}$, $n_{ITO}$, $n_{cyt}$, $n_{buffer}$, and $N$. The bare glass slides and the glass underlying the ITO film were both assumed to have a refractive index of $n_{glass} = 1.51$. The ITO thickness, $t_{ITO}$, and refractive index, $n_{ITO}$, at the wavelength of interest (413 nm) were obtained by curve fitting the optical transmittance of the ITO-coated slide measured at normal incidence in a conventional UV–vis spectrophotometer (400–900 nm). Values of $t_{ITO} = 67 \pm 2$ nm and $n_{ITO} = 2.088$ were determined. The ITO thickness was also verified by etching the ITO coating on one section of the slide. The step height from the etched section to an unetched section of the slide was measured using tapping mode AFM, which gave thicknesses in the range of 65–70 nm. In all calculations, a thickness of 67 nm was used. A thickness of $t_{cyt} = 3$ nm was assumed for the protein film based on the dimensions of cyt c. The refractive index of the bulk aqueous phase, $n_{buffer}$, was calculated to be 1.3425 at 413.5 nm from literature results. For the calculation of the effective refractive index, $N$ (eq 3), our incoupling conditions were as follows: $n_{inc} = 1.00$, $n_{pr} = 1.46$, $\psi = 45^\circ$, and $\theta_{inc}$ was measured for each set of data.

Kramers–Kronig Calculations for Refractive Index of Protein Films. For the application of KK relations, the dependence of the cyt c refractive index on its concentration in an aqueous solution was determined with our interferometric setup. For cyt c concentrations in the range from 0 to 0.0013 g/cm$^3$ prepared in 10 mM phosphate buffer, we obtained a value of $dn/dc = 0.17 \pm 0.03$ cm$^3$/g, which agrees reasonably well with a value of 0.1854 cm$^3$/g measured by Kekicheff et al. over a much broader range of cyt c concentrations (0.25 to 0.80 g/cm$^3$). In addition to the $dn/dc$ slope, the molar absorptivity of ferricyt c must be known over a wide frequency range for application of KK relations. Molar absorptivity values of ferricyt c between 200 and 950 nm (at 1 nm intervals) were obtained from both the literature and by measuring the UV–vis spectrum of cyt c over this entire frequency range. These results ($dn/dc$ and $\epsilon$ values) allowed us to determined a value of $f = 5.26$ M$^{-1}$ for use in eq 19. Figure 5a shows a typical refractive index profile for cyt c films on glass along with molar absorptivity values, $\epsilon$, calculated from eq 20. The values for the refractive index are lower and show less dispersion than the corresponding films on ITO (see Figure 5b). This difference reflects the smaller volume fraction occupied by cyt c molecules in layer $t_{cyt}c$ (the assumed thickness of which was held constant at 3 nm). In other words, we have represented the protein film as a 3 nm layer (based on the dimensions of cyt c) regardless of surface coverage (up to one monolayer), so that $N_f$ varies with the concentration of protein in the layer. This, in our opinion, is a more physically reasonable model than one in which $t_{cyt}c$ varies with the concentration. If an atomic bilayer model were used, this difference would be less than 3 nm for a submonolayer film.

Anisotropic Optical Constants and Surface Coverage. As an illustration of the calculation procedure, Table 1 shows one set of experimental data collected for an adsorbed cyt c film on an ITO-coated glass substrate with values for $\theta_{inc}$ (which is used to calculate $N$), $A_{TE}$, $A_{TM}$, and $r$. Also shown are the initial estimates for $n_f$ and the calculated values for $n_c$, $k_c$, $n_r$, $k_r$, $k_z$, and $\Gamma$ at each step of the iteration process previously described. As seen, the process converges quite rapidly despite an intentional estimate for $n_f$ that was significantly different than the recovered value. In addition, we observe that the in-plane ($x$ and $y$) and out-of-plane components ($z$) of the complex refractive index converged to similar values ($n_z = n_x \approx n_y$).
TABLE 1: Iteration Cycle for One Set of Experimental Data (cyt$^c$ on ITO)

<table>
<thead>
<tr>
<th>substrate</th>
<th>$\theta_{mc}$</th>
<th>$N$</th>
<th>$A_{TE}$</th>
<th>$A_{TM}$</th>
<th>$r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITO</td>
<td>37.00 ± 0.02$^a$</td>
<td>1.366 ± 0.006$^b$</td>
<td>0.031 ± 0.004$^a$</td>
<td>0.08 ± 0.01$^a$</td>
<td>11</td>
</tr>
</tbody>
</table>

Results

<table>
<thead>
<tr>
<th>$n_z = n_x$</th>
<th>$n_y$</th>
<th>$k_x = k_y$</th>
<th>$k_z$</th>
<th>$\Gamma$ (pmol/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>initial</td>
<td>1.33$^c$</td>
<td>1.70$^c$</td>
<td>0.053</td>
<td>0.063</td>
</tr>
<tr>
<td>1</td>
<td>1.570</td>
<td>1.579</td>
<td>0.043</td>
<td>0.048</td>
</tr>
<tr>
<td>2</td>
<td>1.523</td>
<td>1.528</td>
<td>0.046</td>
<td>0.045</td>
</tr>
<tr>
<td>3</td>
<td>1.5 ± 0.2</td>
<td>1.53 ± 0.07</td>
<td>0.046 ± 0.006</td>
<td>0.045 ± 0.006</td>
</tr>
</tbody>
</table>

$^a$ Standard deviation based on three measurements. $^b$ Propagated error. $^c$ Initial estimates of variables.

TABLE 2: Optical Constants, Surface Coverage, and One Order Parameter for Cyt$^c$ Films on Glass and ITO

<table>
<thead>
<tr>
<th>glass$^a$</th>
<th>ITO$^b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_z = n_x$</td>
<td>1.44 ± 0.06</td>
</tr>
<tr>
<td>$k_x = k_y$</td>
<td>0.022 ± 0.001</td>
</tr>
<tr>
<td>$n_y$</td>
<td>1.44 ± 0.03</td>
</tr>
<tr>
<td>$k_z$</td>
<td>0.024 ± 0.002</td>
</tr>
<tr>
<td>$\Gamma$ (pmol/cm$^2$)</td>
<td>11.2 ± 0.4</td>
</tr>
<tr>
<td>$\langle \cos^2(\theta) \rangle$</td>
<td>0.30 ± 0.02</td>
</tr>
</tbody>
</table>

$^a$ Three separate samples. $^b$ Five separate samples.

$= k_x = k_y)$. This means that these particular cyt$^c$ films have no significant birefringence or dichroism.

Table 2 lists the experimental results for the optical constants and surface coverage of cyt$^c$ on glass and ITO substrates. The surface coverage obtained on glass substrates is $11.2 ± 0.4$ pmol/cm$^2$, or about half a monolayer of cyt$^c$ based on the dimensions of the protein molecule (a close packed monolayer would be $22$ pmol/cm$^2$). Previous work reported a surface coverage of cyt$^c$ adsorbed on a hydrophilic glass substrate of $29$ pmol/cm$^2$, which was measured by a protein desorption assay. In addition to the different analytical approaches used in these measurements, we also attribute the different experimental results to the higher dissolved protein concentration used in the cited work ($35$ μM) vs that used here ($10$ μM). In a recently published study by Cheng et al., the surface coverage of cyt$^c$ on a glass substrate was determined using ATR spectroscopy to be a full monolayer ($23$ pmol/cm$^2$). In this case, the cyt$^c$ film was adsorbed from a much higher dissolved protein concentration ($110$ μM) and at lower ionic strength ($7$ mM) vs that used here ($10$ mM). In addition, Cheng’s result was determined using a two-phase approximation$^1$ for the ATR experiment rather than the multilayer model employed here. Using the calculation procedure and data treatment described herein, we calculate a protein surface coverage from their data that is $13\%$ lower ($20$ pmol/cm$^2$) than their published result. Clearly the use of different methods to calculate surface coverage does not fully explain the discrepancy between their surface coverage result and ours. Thus, we conclude that the higher dissolved protein concentration is probably the more important factor in accounting for the discrepancy.

On ITO, the surface coverage is $21.7 ± 0.9$ pmol/cm$^2$ (Table 2), which is close to a full monolayer of cyt$^c$. Thus, although the conditions under which the cyt$^c$ was adsorbed to ITO and glass were identical in terms of protein concentration and ionic strength, the surface coverage is significantly higher than on glass. This shows that cyt$^c$ has a higher binding affinity for the ITO surface. A difference in binding affinities is not unexpected, since the surface chemistries of glass and ITO are significantly different. While there are protonated and deprotonated hydroxyls on both surfaces, ITO also has surface indium oxide and oxyhydroxide groups$^{25}$ that may have a stronger attraction for the charged amino acid groups (both positive and negative) on the surface of cyt$^c$.

It is interesting to compare the spectroscopic surface coverage measurement on ITO (Table 2) to the electroactive surface coverage (measured by integrating the cathodic peak of a cyclic voltammogram of adsorbed cyt$^c$ on ITO). The electroactive surface coverage is only $9.5$ pmol/cm$^2$, slightly less than a half monolayer,$^{18}$ which shows that less than half of the protein molecules adsorbed on the electrode surface can be directly oxidized or reduced. This could be due to the heterogeneous surface of ITO$^{29}$ which has some insulating regions.$^{41}$ Another possibility is that a subpopulation of the adsorbed cyt$^c$ molecules is adsorbed in an orientation that places their heme groups too far from the surface to efficiently exchange electrons with the ITO surface. On the basis of our experience with different methods of forming electroactive cyt$^c$ films,$^{18,42}$ and the known heterogeneity of the ITO surface,$^{20,41}$ our hypothesis is that the properties of the ITO surface have a much greater effect on the electrochemistry of cyt$^c$ than the orientation of the adsorbed protein molecules.

**Order Parameter, $\langle \cos^2(\theta) \rangle$.** The dichroism of adsorbed cyt$^c$ films was quantified by determining one order parameter $\langle \cos^2(\theta) \rangle$ (or equivalently $P_2(\cos(\theta)) = 3(\cos^2(\theta)/2 - 1/3)$). By assuming that the heme in cyt$^c$ can be approximated as a circular dipole ($D_{t0}$ symmetry),$^{44}$ for glass adsorbed cyt$^c$ films a value of $\langle \cos^2(\theta) \rangle = 0.30 ± 0.02$ was calculated from eq 22, while on ITO substrates $\langle \cos^2(\theta) \rangle = 0.36 ± 0.04$. Therefore, the first-order parameter is similar for films on both surfaces. Currently, we are combining these results with polarized fluorescence measurements on the Zn-substituted form of cyt$^c$, which provides a second-order parameter, to enable a more thorough comparison of the molecular orientation distribution of these films. Results will be reported in a separate article.

5. Conclusions

In this paper, we have described the theory and application of the rigorous electromagnetic transfer-matrix approach for the calculation of anisotropic optical constants, surface coverage, and one order parameter in polarized ATR experiments. This approach can be used for any molecular film where the anisotropic complex refractive index can be described by eq 4. This method does not require the explicit calculation of the electric field across the absorbing layer, although it is implicitly and rigorously considered in the analysis.

To demonstrate the application of this approach, we have used it to calculate optical constants, surface coverage and one order parameter for adsorbed cyt$^c$ films on two different surfaces, glass and ITO. Although the films show no significant birefringence or dichroism and the order parameters are similar, the surface coverage of cyt$^c$ on glass is $0.5$ monolayer, while on ITO the surface coverage is a full monolayer.
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$\langle \cos^2(\theta) \rangle$: The order parameter for adsorbed cyt$^c$ films was quantified by determining one order parameter $\langle \cos^2(\theta) \rangle$ (or equivalently $P_2(\cos(\theta)) = 3(\cos^2(\theta)/2 - 1/3)$). By assuming that the heme in cyt$^c$ can be approximated as a circular dipole ($D_{t0}$ symmetry),$^{44}$ for glass adsorbed cyt$^c$ films a value of $\langle \cos^2(\theta) \rangle = 0.30 ± 0.02$ was calculated from eq 22, while on ITO substrates $\langle \cos^2(\theta) \rangle = 0.36 ± 0.04$. Therefore, the first-order parameter is similar for films on both surfaces. Currently, we are combining these results with polarized fluorescence measurements on the Zn-substituted form of cyt$^c$, which provides a second-order parameter, to enable a more thorough comparison of the molecular orientation distribution of these films. Results will be reported in a separate article.
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$\langle \cos^2(\theta) \rangle$: The order parameter for adsorbed cyt$^c$ films was quantified by determining one order parameter $\langle \cos^2(\theta) \rangle$ (or equivalently $P_2(\cos(\theta)) = 3(\cos^2(\theta)/2 - 1/3)$). By assuming that the heme in cyt$^c$ can be approximated as a circular dipole ($D_{t0}$ symmetry),$^{44}$ for glass adsorbed cyt$^c$ films a value of $\langle \cos^2(\theta) \rangle = 0.30 ± 0.02$ was calculated from eq 22, while on ITO substrates $\langle \cos^2(\theta) \rangle = 0.36 ± 0.04$. Therefore, the first-order parameter is similar for films on both surfaces. Currently, we are combining these results with polarized fluorescence measurements on the Zn-substituted form of cyt$^c$, which provides a second-order parameter, to enable a more thorough comparison of the molecular orientation distribution of these films. Results will be reported in a separate article.
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